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Abstract
Real-time communication (RTC) is crucial in digital life, with la-
tency significantly affecting user experience. Latency spikes often
occur due to mismatches between video codec bitrates and net-
work capacity, especially during sudden bandwidth drops. Current
video encoders adjust bitrates too slowly, increasing latency. This
poster suggests that encoders should adapt more quickly to network
changes by dynamically adjusting codec parameters, maintaining
compression efficiency. Preliminary tests with the x264 codec show
these strategies can reduce latency by 28.66% to 78.87%while slightly
improving video quality by 0.8% to 3%.

CCS Concepts
•Networks→Cross-layer protocols; • Information systems
→Multimedia streaming.
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1 Introduction
Real-time communication (RTC) has become an essential part of
modern digital life, such as videoconferencing, cloud gaming and
virtual reality. A critical metric that influences user experience is
latency. When latency exceeds the human perceptual interval, users
may experience a sensation of stuttering or freezing, which will af-
fect the overall experience. For instance, video conferencing requires
latency to remain below 150ms [3], while cloud gaming requires
latency under 96ms [4].

One of the root causes of latency spike is the mismatch between
the bitrate of video codecs and the capacity of networks. Network
conditions can be highly variable and may experience sudden drops
in bandwidth. When the network capacity drops, if the video codec
cannot quickly adapt to the network fluctuations, the video frames
will be queued after encoding and before sending to the network.
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Figure 1: The delay and the bitrate
sensed by the RTC during the
bandwidth drop from 10Mbps to 1
Mbps over time.

Figure 2: Real bandwidth and
bitrate sensed by the RTC during
the bandwidth drop from 10Mbps
to 1Mbps.

Thiswill result in latency spikes from the end-to-endperspective. For
example, in video calls, participantsmay appear frozen or experience
delays. Moreover, such latency fluctuations is increasingly violent
and common with the increase of the range of network bandwidth.
For example, even with most advanced wireless access networks
such asWiFi-6 and 5G, network capacity can drop by 50× in 200 ms
with a non-trivial frequency of 1% [5].

Unfortunately, the speed of bitrate adaptation of current video
encoders is far slower than the speed of congestion controllers. This
is due to the variable bitrate (VBR) mechanism in the existing com-
mercial video codecs. To maximize the compression efficiency of
video streams under dynamic contents and ensure the consistent
quality at the same time, video encoders allow the encoded frame size
to fluctuate around the target bitrate. This non-strict property of the
encoded bitrate will result in significant bitrate overshooting when
the network capacity drops. We demonstrate this via a motivating
experiment of using libx264. As illustrated in Figure 1, WebRTC ex-
periences a significant delay spikewhen there is a drop in bandwidth.
At t=9000ms, when the congestion controller reduces the sending
rate, the encoder takes around 200ms to gradually reduce its encoded
bitrate, which result in a drastic delay spike of more than one second.

Some existing efforts have tried to mitigate the gap between the
encoder’s bitrate and network capacity. For example, Salsify [1] will
skip the oversized frames. Concerto [8] tries to use deep learning to
better predict the frame sizes. ACE [2] allows those overshot frames
during bandwidth drops to overwhelm the network for a transient
period of time. Unfortunately, they can only mitigate the issue but
not solve it – the issue is still in the mechanisms of video codec. Sev-
eral studies have focused on the adaptive configuration of encoders.
For example, ARREMIS [7] dynamically selects different bitrate lad-
ders. However, the bitrate ladder approach offers a predefined set
of bitrates and resolutions, which can not fully accommodate the
variability of changing network conditions.

Our key insight is that encoders should become more adaptive
to network fluctuations. This adaptability can be achieved in two
key ways. First, encoders should dynamically adjust codec param-
eters to quickly accommodate changes in bandwidth. When the
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Figure 3: Frame sizes and delay with different vbv_buffer_size settings
during the bandwidth drop from 10Mbps to 1 Mbps. The x-axis represents
the frame index. (a) set to half of the current bitrate; (b) set to the size of
one frame; (c) adaptively chosen, using a smaller vbv_buffer_size during
the drop while keeping the others at half of the current bitrate.

network is stable, the encoder still exploits the fluctuation of bitrate
to maximize the compression efficiency. When the bandwidth drops
happen, the encoder should strictly follow the bitrate to accelerate
the speed of rate adaptation. Since bandwidth drop only accounts
for a small portion of all the time, the overall compression efficiency
is hardly affected. Moreover, they can utilize additional network
information to predict potential bandwidth drops, such as reusing
the existing congestion control mechanisms with a loose threshold.
By implementing these strategies, we can significantly enhance the
responsiveness of encoding processes, ultimately improving the
overall user experience in RTC.

We evaluate our preliminary idea using x264. By adaptively ad-
justing codec parameters and predict potential drops in advance, it
reduces the 90th percentile delay by 28.66% to 78.87%, while main-
taining video quality or achieving a slight improvement of 0.8% to 3%.

2 Design
We approach the adaptive encoder through two key dimensions.

Adaptive encoder parameter Many encoding parameters will
affect the final size of encoded frames, which in turn affect trans-
mission time and latency. The vbv_buffer_size parameter in x264
is the dominant parameter among all these parameters. It manages
the remain size for encoding the current frame. In practice, this
parameter is usually set to half of the current bitrate to allow the
fluctuation of frame sizes. As illustrated in Figure 3 (a), consistently
using this setting can cause significant delays during bitrate drops.
On the other hand, setting the vbv_buffer_size to the size of a sin-
gle frame ensures that no frame exceeds the expected bitrate, but
will lead to quality fluctuations and wasted bandwidth. Therefore,
an adaptive vbv_buffer_size strategy can effectively reduce delays
during bitrate drops by using smaller parameters while maintaining
normal settings under stable conditions to preserve video quality.

Predict potential drops Ifwe only adapt the parameter after the
bandwidth drop, the performancewill still bemuch limited. Thus,we
want to proactively adjust the parameter before the bandwidth drops.
This sounds to be a challenging task since congestion control has al-
readybeenwell studied but still open.However, the opportunityhere
is thatwecanallowfalsepositives– if thebandwidthdropdoesnot re-
ally happen, the impact on the video quality is limited for a transient
periodof time. Figure 2 shows that it takes 58ms for the encoder to ad-
just its bitrate after a bandwidth drop. Improving the responsiveness
of RTC to these changes is challenging due to the frequent spikes and
sudden fluctuations in real-world conditions. Quickly lowering the
targetbitratebasedontheserandomchangescansignificantly reduce
frame quality. Additionally, congestion control mechanisms in RTC
do not only set the encoder’s bitrate; they also influence the sending

Figure 4: The delay and VMAF
values for various vbv_buffer_size
settings and our design during the
bandwidth drop from 10Mbps to 1
Mbps.

Figure 5: The delay and VMAF
values for various response times
during the bandwidth drop from
10Mbps to 1 Mbps.

rate, queuing strategies, and other factors. Therefore, it is crucial to
consider the needs of various componentswhen determining the tar-
get bitrate.Our adaptive encoder does not directly change the bitrate;
instead, it adjusts other parameters to achieve a quicker response.

3 Evaluation
We select x264 as an example encoder to demonstrate the benefits
of our design. The Video Multi-method Assessment Fusion (VMAF)
[6] metric is utilized to evaluate the received video quality, while
delay is calculated based on the encoded frame size and the cur-
rent bandwidth. The bandwidth is maintained at 10 Mbps before
the 100th frame, after which it drops to 1 Mbps. In the original de-
sign, we set the vbv_buffer_size to 0.1×, 0.2×, 0.5×, 0.7×, and 1.0×
of the current bitrate. In contrast, for the adaptive design, we set
the vbv_buffer_size to one frame’s bitrate (current bitrate / fps) for
the subsequent 10 frames following the encoder’s detection of the
bandwidth drop. The remaining frames retain the same settings as
the original design. Figure 4 illustrates the improvements achieved
with the adaptive vbv_buffer_size. The results indicate that the tail
90 delay is reduced by 17.43% to 63.08%, while maintaining video
quality within -0.8% to -3%, which is imperceptible to the human eye.

We also conducted a simulation experiment to demonstrate the
benefits of predicting bandwidth drops. As illustrated in Figure 5,
the response time indicates the number of frames required to detect
a bandwidth drop. The results show that even with the ability to
predict just one frame in advance, the tail 90% delay can be signifi-
cantly reducedby12.62% - 30.6%„whilemaintaining the same level of
videoquality. By combining these two factors,we canachievegreater
improvements, reducing tail 90delayby28.66%to78.87%,whilemain-
taining video quality or achieving a slight improvement of 0.8% to 3%.

4 Conclusion and FutureWork
This poster proposes an adaptive encoder to respond quickly to the
change in network bandwidth. The simulation result shows that it
can reduce tail 90% delay by 28.66% to 78.87%.

For future work, a challenge is developing a comprehensive strat-
egy forpredictingbandwidthdrops andadaptively adjusting encoder
parameters in response. Furthermore, discrepancies between actual
bandwidth and sensed bitrate can cause fluctuations in the encoder’s
performance during bandwidth drops, potentially impacting the
effectiveness of the improvements
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